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Abstract

This paper considers AIMD-based (Additive-Increase
Multiplicative-Decrease)congestion control mechanisms
thatareTCP-compatible(i.e., thatcompetereasonablyfairly
with TCP), but that reducetheir sendingrate less sharply
thandoesTCPin responseto asinglepacketdrop.Thepaper
thenbriefly comparesthesesmootherAIMD-basedconges-
tion control mechanismswith TFRC (TCP-Friendly Rate
Control), which makes use of equation-basedcongestion
control.

1 Introduction

Thispaperexploresunicast,AIMD-based(Additive-Increase
Multiplicative-Decrease)congestioncontrolmechanismsthat
areTCP-compatible,in that they competereasonablyfairly
with existing TCP, but that avoid TCP’s halvingof the con-
gestionwindow in responseto a singlepacket drop. TCP’s
congestioncontrol mechanismsarea goodchoicefor most
currentapplications,asTCPis veryeffectiveat rapidlyusing
bandwidthwhen it becomesavailable. However, for some
applicationstherequirementfor relatively smoothchangesof
thesendingrateismoreimportantthantheability tomakeop-
portunisticuseof increasesin availablebandwidth.For such
applications,akey reasonnottouseTCP’scongestioncontrol
mechanismsis to avoid theabrupthalvingof thesendingrate
in responseto a singlepacketdrop. This noteexploresTCP-
compatibleAIMD-basedcongestioncontrolmechanismsthat
avoid this decreasein thesendingrateby half in responseto
a singlepacketdrop.

[FHPW00] presentedTFRC(TCP-FriendlyRateControl),
a mechanismfor equation-basedcongestioncontrol, where
thesenderdirectlyadjustsits sendingrateasafunctionof the
packet lossratereportedby thereceiver over someperiodof
time. However, equation-basedcongestioncontrol is not the
only possiblemechanismfor TCP-compatibleunicastcon-
gestioncontrolwith relatively smoothchangesin thesending
rateover time. Relatively smoothchangesin thesendingrate
can also be accomplishedby using AIMD congestioncon-
trol with amoderatemultiplicativedecreasein thecongestion
window in responseto a packetdrop,or by usingotherfami-

liesof congestioncontrolalgorithmswith otherfunctionsfor
reducingthecongestionwindow in responseto a packetdrop
[BB00].

In thispaperwe let AIMD( � ,
�
) congestion control referto

pureAIMD congestioncontrol thatusesan increaseparam-
eter � anda decreaseparameter

�
. That is, aftera lossevent

the congestionwindow is decreasedfrom � to ����� �	� �
packets,and otherwisethe congestionwindow is increased
from � to ��
 � packetseachround-triptime. We usethe
termTCP( � ,

�
) congestion control to referto TCPcongestion

control modified to useAIMD( � ,
�
). Currently, TCP uses

AIMD(1, 1/2) congestioncontrolalongwith thecongestion-
control-relatedmechanismsof the retransmittimer and the
exponentialbackoff of theretransmittimer in periodsof high
congestion.Given the long familiarity in the Internetwith
TCP, themostobviouschoicefor a congestioncontrolmech-
anismthatreducesits sendingratemoresmoothlythanTCP
wouldbeTCP(� ,

�
) with adecreaseparameter

�
lessthan1/2.

Thus,anaturalquestionin evaluatingequation-basedconges-
tion control is to compareit with TCP(� ,

�
) congestioncon-

trol.

2 TCP-Friendly Rate Control

TFRC is an equation-basedcongestioncontrol mechanism
wherethesenderadjustsits sendingrateasa functionof the
measuredlossevent rate. For mostunicastflows that want
to transferdatareliably andasquickly aspossible,the best
choiceis simply to useTCP directly. TFRC is designedfor
applicationsthatwouldpreferto maintaina slowly-changing
sendingrate,while still beingresponsive to network conges-
tion over longer time periods(seconds,asopposedto frac-
tions of a second). We describeTFRC briefly in this sec-
tion; TFRCis describedin detailin [FHPW00],andis imple-
mentedin theNSsimulator.

In TFRC, the senderusesa responsefunction that main-
tainsa sendingratethatis TCP-compatible,in thatin steady-
stateit usesno morebandwidththana conformantTCPwith
a comparablelosseventrate,round-triptime,andMTU.

In TFRC, the senderbegins with a slow-start procedure
similar to TCP, roughlydoublingits sendingrateeachround-
trip time until congestionis encountered.Oncea packet loss
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hasbeendetected,the receiver estimatesthe lossevent rate,
wherea loss event consistsof oneor morepacketsdropped
within a singleround-triptime. The TFRC senderusesthe
TCPresponsefunction��
 ���� ���� 
���������� � � � �! �#" ���$
%�'& " � � (1)

from [PFTK98], which gives an upperboundon the send-
ing rate

�
in bytes/sec,as a function of the packet size � ,

round-triptime
�

, steady-statelosseventrate
"
, andtheTCP

retransmittimeoutvalue � ���(� . The TFRC senderusesthe
responsefunction(1) to adjustits sendingrateasa function
of the measuredround-triptime andthe reportedlossevent
rate.Theuseof theTCPresponsefunctionensuresthatTFRC
competesfairly with TCPover long timescales.

A key issuein thedesignof TFRCconcernsthetime con-
stantsusedin estimatingthelosseventrate.Thesetimecon-
stantsdetermineTFRC’s transientresponseto congestion,or
to thesuddenabsenceof congestion.TFRCestimatestheloss
event rateover the eight mostrecentlossintervals,wherea
loss interval isdefinedasthepacketstransmittedbetweentwo
consecutive loss events. From [FHPW00], TFRC requires
roughlyfiveround-triptimesto reduceits sendingratein half.
In theabsenceof congestion,TFRCincreasesits sendingrate
by atmost0.28packetsperround-triptime.

3 AIMD congestion control

In thissectionwereview thebehavior of AIMD( � ,
�
) conges-

tion control.

3.1 The deterministic AIMD response function

To exploretheAIMD responsefunctionfor AIMD( � ,
�
) con-

gestioncontrol, in this sectionwe considerthe determinis-
tic AIMD modeldescribedin [Flo91, FF99], ratherthanthe
stochasticTCP model from [PFTK98]. The deterministic
AIMD modelassumesthata packet is droppedeachtime the
congestionwindow reaches� packets,asshown in Figure
1. In contrast,thestochasticTCPmodelfrom [PFTK98] as-
sumesthatpacketsaredroppedwith a randomprobability

"
,

andtakesinto accountthe role of TCP retransmittimeouts.
ThestochasticTCPmodelfrom [PFTK98] givesa consider-
ably moreaccuratemodel for TCP; however, the determin-
istic AIMD model is useful for focusingon the role of the
increaseanddecreaseparameters� and

�
in AIMD conges-

tion control.
For thedeterministicAIMD model,wedefineacongestion

epoch asaperiodbeginningwith acongestionwindow of ���'��)� � packets.Thecongestionwindow is increasedadditively
by � packetsper round-triptime up to a congestionwindow
of � , when a packet is dropped. The congestionwindow

W
*

(1−b)W
(1−b)W+a

(1−b)W+2a

W
*

Time
+

Congestion
Window

Figure1: TCP’scongestionwindow in steady-state.

is thendecreasedmultiplicatively backto ���,� �)� � . Each
congestionepochconsistsof�� �-
.�
round-triptimes.We let / denotethesendingratein packets
perRTT, andwe let

�
denotethesendingratein packetsper

sec. For the deterministicmodel, the averagesendingrate
overonecongestionepochis

/ 
 &0� �& � (2)

packetsperRTT, or ��
 &0� �& � � (3)

packetspersecond.
Thisgivesa totalof1 �� �2
.�	34/ 
 1 �� �2
.�	3 &0� �& �

5 � �6&0� �)�& � � �
packets in onecongestionepoch,with oneof thesepackets
droppedat theendof thecongestionepoch.Thepacketdrop
rate

"
is therefore" 
 & �� �7&0� �	� � � 
 � �6&0� �)� � (4)

or, usinganapproximation," 5 & �� �6&0� �)� � �98 (5)

Usingtheapproximationin Equation(5), we get the follow-
ing: � 5;: & �� �6&�� �)�#" 8 (6)

We definethe AIMD response function
�9<>= ?�= � = � or

�
as

the AIMD flow’s steady-statesendingrate
�

in packetsper
secondin thedeterministicmodel. Theresponsefunction is
a function of the decrease/increaseparameters� and

�
, the
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round-triptime
�

, andthepacketdroprate
"
. We let @��<A= ?�= � = �

or @� denotetheapproximatesolutionto
� <>= ?�= � = � . Substituting

Equation(6) into Equation(3), wegetthefollowing:

@�.
CB &0� � B �B & � � B " 8 (7)

The preciseversion of the AIMD responsefunction in
Equation(7), from AppendixA, is asfollows:�.
 " � ���D&E
 �	� 
.F " ���D&G
 �)� � � "H� � �JI � �J& " � �K "H� �
3.2 AIMD( L , M ) and AIMD( N , NPO(Q ) congestion

control

In this sectionwe give roughguidelinesfor � and
�

parame-
tersfor which AIMD( � ,

�
) congestioncontrol is compatible

with AIMD( � , �ARS& ).
Applying the AIMD responsefunction from Equation(7)

to AIMD( � , �ARS& ), wegetthewell-known versionof theTCP
responsefunction[TCP]:

@�9T = TVU � = � = � 
 B � 8XW� B " 8 (8)

In orderfor AIMD( � ,
�
) to have thesamelong-termsending

ratein relationshipto thepacket droprateasAIMD(1, 1/2),
wewould like to havethesameresponsefunctions:� <>= ?�= � = � 
Y�ZT = T�U � = � = � 8
As afirst step,wecanspecifyvaluesfor � and

�
thatgive the

sameapproximateresponsefunctions:@� <>= ?�= � = � 
 @�ZT = T�U � = � = �\[
or B &0� � B �B & � � B " 
 B � 8XW� B " 8
This is equivalentto thefollowing:� 
 � ��7&0� �	� 8 (9)

Thus,theapproximatesolutionof thedeterministicAIMD
modelsuggeststhat AIMD( �]R'^ , �_R K ) andAIMD( �AR W , �AR_I )
shouldeachcompetereasonablefairly with AIMD(1, 1/2).

Abandoningtheapproximateresponsefunctions,wecould
also specify valuesfor � and

�
that give the samevalues

for the exact responsefunctionsin the deterministicAIMD
model: �9<>= ?�= � = � 
Y�ZT = T�U � = � = �\[
or equivalently,�D& " � 
 "(� � 
 F " ���D&G
 �	� � � "(� � �`I � �a& " � �K "(� �


cb 8 K ��F � � " 
�I �B " � � b 8 ^ W� 8
Solving this with the mathematicspackagemaple [WMI ]

shows that for decreasefactorsof
� 
 �_R K or

� 
 �]R'^ ,
the prescribedvalue for � using the exact responsefunc-
tions is similar to the prescribedvalue using the approxi-
materesponsefunctions. For example,for a decreasefac-
tor of

� 
 �AR_I , the approximateAIMD responsefunction
specifiesan increasefactor � of 0.2 for compatibility with
AIMD(1, 1/2),while theexactAIMD responsefunctionspec-
ifies an increasefactor � rangingfrom 0.197to 0.192asthe
losseventrate

"
rangesfrom 0.001to 0.5.

4 A comparison of TCP and TCP( d , e )
congestion control, for TCP-
compatible congestion control

AIMD( � ,
�
) congestioncontrol could be implementedei-

ther in a congestion-window-basedversionsuchasTCP, or
in mechanismssuch as RAP [RHE99], which implements
a rate-basedvariantof AIMD. So far, our simulationswith
AIMD congestioncontrol have all beenwith TCP, and not
with a rate-basedvariantsuchasRAP. BecausetheRAP im-
plementationin NS doesnot include slow-start, and does
not model the congestioncontrol mechanismsof TCP’s re-
transmit timers, we have not run simulationsusing RAP’s
rate-basedAIMD congestioncontrol. For simulationswith
moderatepacket droprates,we expectthatRAP would give
basicallythe sameperformanceasAIMD with the samein-
crease/decreaseparameters.

The deterministic AIMD model suggests that
TCP(�AR W , �AR_I ) should compete fairly with standard
TCP. In thissectionweusesimulationsto exploretherelative
fairnessof TCP and TCP(� , �ARfI ) congestioncontrol, for
variousvaluesof � .

Figure2 shows simulationsof standardSACK TCPflows
competingwith SACK TCP(�_R W , �ARfI ) over a 60Mbpslink.
In thesesimulationsg TCPand g TCP(�AR W , �ARfI ) flowsshare
a commonbottleneck.Thegraphshows thethroughputover
the last60 secondsof simulation,normalizedsothata value
of onewouldbeafair shareof thelink bandwidth.Thegraph
displaysa mark showing the throughputfor eachflow. The
dashedandsolid linesshow themeanthroughputof theTCP
andtheTCP(�AR W , �ARfI ) flows, respectively. Thelower graph
in Figure2 shows theaveragepacket dropratefor eachsim-
ulation. Thesimulationsin Figure2 show thatwith a 2-3%
packet drop rate,TCP(�AR W , �_R_I ) flows receive only 70% of
thebandwidthreceivedby TCPflows.

Figure 3 shows standardSACK TCP flows competing
with SACK TCP(�_R W , �_R_I ) over a 15Mbps link, and Fig-
ure 4 shows the samesimulationsusing TCP(&'R W , �_R_I ).
Thesimulationsshow thatTCP(&]R W , �ARfI ) comescloserthan
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Figure2: TCPcompetingwith TCP(�AR W , �_R_I ), with RED.
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Figure3: TCPcompetingwith TCP(�AR W , �_R_I ), with RED.

TCP(�AR W , �_R_I ) to receiving thesamebandwidthasTCP. The
resultsare similar with Drop-Tail queuemanagement,and
with RED with ECN.We donot have a goodexplanationfor
thisdiscrepancy betweenthetheoreticalpredictionsof thede-
terministicAIMD modelandtheactualsimulationswith TCP.
Onefactorcouldbe theassumptionof regular, deterministic
dropsin thedeterministicmodel;anotherfactorcouldbethe
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Figure4: TCPcompetingwith TCP(&'R W , �_R_I ), with RED.

role playedby retransmittimeoutsfor TCP in regimeswith
highpacketdroprates.

5 A comparison of equation-based and
AIMD congestion control

This section comparesequation-basedcongestioncontrol
with the AIMD family of congestioncontrol mechanisms.
The most obvious advantage of TCP(� ,

�
), relative to

equation-basedcongestioncontrol, is thatAIMD congestion
control is familiar andreasonably-wellunderstood,in terms
of fairness,stability, oscillations,andotherproperties.The
mostobviousdisadvantageof TCP(� ,

�
), relativeto equation-

basedcongestioncontrol, is that equation-basedcongestion
controlhaslessabruptchangesin thesendingrate;any con-
gestioncontrolbasedon AIMD inherentlyincludesanoscil-
lation in thesendingrate.

Figure 5 shows TFRC competingwith TCP(�AR W , �_R_I ).
The simulationsin Figures2 and 5 show similar results,
that TCP(�AR W , �_R_I ) is somewhat lessaggressive thaneither
TCPor TFRC.Figure6 shows TFRCcompetingfairly with
TCP(&'R W , �_R_I ).

5.1 Transient response

The responseof TCP(� ,
�
) to a suddenincreasein conges-

tion is easilyquantified.For example,a flow usingTCP(� ,
�
)

congestioncontrolwould requireikjSl Tnm ? b 8XW round-triptimes
of persistentcongestionto reduceits sendingrate by half.
Thus,for

� 
 �AR_I , TCP(� ,
�
) takesmorethanfive round-trip
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Figure5: TFRCcompetingwith TCP(�AR W , �ARfI ), with RED.
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Figure6: TFRCcompetingwith TCP(&'R W , �ARfI ), with RED.

timesof persistentcongestionto reducethe sendingrateby
half,while for

� 
 �_R K , TCP(� ,
�
) takesonly threeround-trip

times.
Analysisandsimulationsin AppendixA.2 of [FHPW00]

show thatTFRCgenerallytakesfive round-triptimesof per-
sistentcongestionto reducethe sendingrateby half. Thus,
TFRCrespondsroughlyaspromptlyto a suddenincreasein
congestionasTCP(� , �_R_I ).
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Figure7: Tradeoffsbetweenresponsiveness,smoothness,and
aggressiveness.

For AIMD( � ,
�
) for aspecificvaluefor

�
, Equation9 gives

thevaluefor � thatresultsin thesameresponsefunctionsfor
AIMD( � ,

�
) andAIMD(1, 1/2) in the deterministicsteady-

stateenvironment.As thesimulationsabovehaveshown, this
doesnot necessarilyimply that TCP(� ,

�
) andTCP(1,1/2)

sharebandwidthexactly equally in our simulationenviron-
ments.Nevertheless,in thissectionwewill useEquation9 to
give the � and

�
parametersfor TCP-compatiblecongestion

control.
In this section,we considerthetradeoffs betweensmooth-

ness,responsiveness,andaggressivenessfor TCP-compatible
congestioncontrol. We definesmoothness asthe largestre-
ductionof thesendingratein oneround-trip-timein thede-
terministicsteady-statescenario.Thecloserthesmoothness
metricis toone,thesmootherthesendingrateovertimein the
steady-statescenario.For TCP(� ,

�
) thesmoothnessmetricis�G� �

, andfor TFRCthesmoothnessmetricis 1.
We define responsiveness as the number of round-trip

times of sustainedcongestionrequiredto reducethe send-
ing rateby half. Thus,a smallerresponsivenessmetriccor-
respondsto a morepromptresponseto sustainedcongestion.
For TCP(� ,

�
) theresponsivenessmetricis ikjSl Tnm ? b 8 W , andfor

TFRCtheresponsivenessmetricis 5.
We define aggressiveness as the maximum increasein

sendingrate in one round-trip time, in packets per second,
giventheabsenceof congestion.For TCP(� ,

�
), theaggres-

sivenessmetricis simply theparameter� . Analysisandsim-
ulationsin AppendixA.1 of [FHPW00] show that TFRC’s
increaserateis atmost0.14pktsperRTT duringnormalcon-
ditions,andatmost0.28pktsperRTT whenhistorydiscount-
ing hasbeeninvoked,giving aggressivenessmetricsof 0.14
and0.28,respectively.
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Figure8: TCP[2/5,1/8] (left column)andTCP(right column)flows,with REDandECN,for q 
 �sr .

The top graphof Figure 7 shows the tradeoffs between
smoothnessandresponsivenessfor TCP(� ,

�
) congestioncon-

trol, and comparesthesewith TFRC. For the top graphof
Figure7, eachdot on the line labeledAIMD correspondsto
a specificvalueof

�
for TCP(� ,

�
) congestioncontrol. For

thedot for eachvalueof
�
, the t -axisshows theresponsive-

nessandthe u -axisshows thesmoothness.Thedarksquare
on the graphshows the smoothnessand responsivenessfor
TFRC.As thegraphshows,TFRCgivestheoptimalsmooth-
ness,with no reductionin the sendingratefrom oneround-
trip timeto thenext in thedeterministicsteady-statescenario.

Thebottomgraphof Figure7 showsthetradeoffs between
aggressivenessandresponsivenessfor TCP(� ,

�
) congestion

control,andcomparesthesewith TFRC.Figure7 shows that
TFRCincreasesits sendingrate,in theabsenceof congestion,
roughlyasaggressivelyasTCP(�AR W , �_R_I ) congestioncontrol,
while having superiorsmoothness.

5.2 Smoothness in steady-state

The sectionsabove have shown that TCP(�_R W , �ARfI ) and
TCP(&'R W , �_R_I ) both have similar transientbehavior to that
of TFRC, in termsof the responseto persistentcongestion.
However, TFRC hasa smoothersendingrate; TCP(� , �AR_I )
reducesits sendingrateto 7/8-thsof its previousvaluein re-
sponseto eachpacket lossevent, andin steady-stateTFRC

avoids this reductionin thesendingrate. In this section,we
explorethedifferencesbetweenTFRC,TCP, TCP(�_R W , �_R_I ),
andTCP(&]R W , �ARfI ) in the variationof the sendingrateover
shorttimescales.

Figure8 shows individualflows from asimulationwith 16
TCP(&'R W , �_R_I ) and16 TCP flows competingon a 15 Mbps
congestedlink. This simulationis from Figure 4, and has
roughly a 4% packet drop rate. As shown in Figure4, the
TCP(&'R W , �_R_I ) flows receive slightly more bandwidththan
theTCPflows in thissimulation.

Eachgraphshows oneflow’s throughputon thecongested
link during the secondfifteensecondsof a 500-secondsim-
ulation. The throughputis averagedover 0.2 secintervals.
This interval is twice aslong asa typical round-triptime for
this simulation.1 At thebottomof eachgraph,thereis a “+”
for eachpacket droppedandan “x” for eachpacket marked
in that flow. The queuesuseRED queuemanagementwith
ECN. We have run thesesimulationswith both RED and
Drop-Tail queuemanagement,with and without ECN, and
for differentvaluesfor thebandwidthof thecongestedlink,

1The round-trip time in the absenceof queueingdelay rangesfrom 44
to 64 ms.,andthe averagequeueingdelayat the congestedrouter, for that
packet droprate,is 33 ms. Thesimulationsin Figure8 wererun with RED
queuemanagementonthe15Mbpscongestedlink, with theREDparameters
setasfollows: min thresh is setto 25packets,max thresh is setto five times
min thresh,max p is setto 0.1,andthegentle parameteris setto true.
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Figure9: TFRC(left column)andTCP(right column)flows,with RED,for q 
 �>r .

with similar results.
Figure8 showsthattheTCP(&]R W , �ARfI ) flowsaresomewhat

lessburstythantheTCPflows.
Figure9 shows 16 TFRC flows and16 TCP flows in the

samesimulationscenario,againwith anaveragepacketdrop
rate of 4%. The TFRC flows in Figure 9 are considerably
smootherthan the TCP flows, and than the TCP(&]R W , �AR_I )
flows in Figure8.

In orderto betterquantify theshort-termburstinessof the
differentflows,thegraphsin Figures10show thethroughput
ratiofor thesendingrateoveradjacentintervals.Let

��v
bethe

sendingratefor a flow over the w -th time interval. We define
a flow’s throughput ratio for the w -th interval as� v��v m9T 8
A throughputratioof 1 meansthattheflow’ssendingratewas
thesameoverthetwo adjacentintervals,a ratio lessthanone
meansthat thesendingratedecreasedover the two adjacent
intervals,anda ratio greaterthanonemeansthatthesending
rateincreased.

Theupperleft graphof Figure10 shows a line for eachof
the 16 TFRC flows in the simulationfrom Figure9, where
eachline givesa histogramof thethroughputratiosfor all of
the0.2-secondintervalsin thatflow overthe500-secondsim-
ulation. For eachflow, thehistogramof throughputratiosis

plottedover 20 possiblerangesfrom zeroto two. For exam-
ple,thefractionof throughputratiosthatfall between1.0and
1.1 is plottedby a point with the t -coordinateof 1.05. Theu -coordinatefor that point gives the fraction of throughput
ratioswithin therange[1.0, 1.1) for the0.2-secondintervals
of thatflow.

Theupperleft graphof Figure10showsthatfor theTFRC
flows in the simulationwith the throughputratio computed
over0.2-secondintervals,thethroughputratiowasalmostal-
waysat least0.7, meaningthat a TFRC flow’s sendingrate
wasrarely reducedto below 70%of its previousvaluefrom
one0.2-secondinterval to thenext.

The four rows of Figure10 give the throughputratiosfor
TFRC,TCP, TCP(2/5,1/8), andTCP(1/5,1/8) respectively,
and the columnsgive the throughputratios computedover
0.2-second,1-second,and10-secondintervals. For thesim-
ulationwith TCP(2/5,1/8), theTCP(2/5,1/8) flows arecom-
peting with TCP; the sameholds for the simulationswith
TCP(1/5,1/8). Figure11 shows the cumulative distribution
functionsfor thesesamedistributions. Thus,Figures10 and
11containroughlythesameinformationin differentforms.

Theright columnof Figures10and11showsthatover10-
secondintervals,TFRC is only slightly smootherthanTCP.
Thatis,TFRCandTCParebothunlikely to reducetheirsend-
ing rateto lessthat 50% of its previousvaluefrom one10-
secondinterval to the next, in the steady-stateconditionsin
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Figure10: Histogramof throughputvariation.

thesesimulations.

However, themiddlecolumnof Figures10 and11 shows
thatover 1-secondintervals,TFRCis significantlysmoother
thanTCP. In thesesimulations,TFRC is highly unlikely to
reduceits sendingrateto lessthat50%of its previousvalue
fromone1-secondinterval to thenext, while for TCPareduc-
tion this sharphappensfor more than10% of the 1-second
intervals. This resultconcurswith the sendingratesshown
in Figure 9, wherethe TCP flows aremore likely than the
TFRC flows to reducetheir sendingrate by half from one
one-secondinterval to thenext.

Figures10and11show thatover0.2-secondand1-second
intervals, the TCP(2/5, 1/8) and TCP(1/5, 1/8) flows are
moresmooththanthe TCP flows, but lesssmooththan the
TFRC flows. The throughputratios of the TCP(2/5, 1/8)
andTCP(1/5,1/8) flows arequite similar, particularlyover
1-secondand10-secondintervals.However, theTFRCflows
aresignificantlysmootherthantheTCP(2/5,1/8)or TCP(1/5,
1/8) flows; for example,the TCP(2/5,1/8) or TCP(1/5,1/8)

flows are considerablymore likely to reducetheir sending
rateto lessthat75%of its previousvaluefrom one1-second
interval to thenext. Again,thisconcurswith thesendingrates
shown in Figures8 and9 for the TFRC andTCP(2/5,1/8)
flows.

All of thesimulationsin thissectionconsistof afixednum-
berof long-livedflows. A openquestionwouldbeto explore
the throughputratiosof TFRC,TCP, andTCP(� , 1/8) in an
environmentwith two-waytraffic andmany smallflows,with
an inherentlyburstier traffic mix. Also, in this sectionwe
haveonly exploredtherelativeburstinessof TFRC,TCP, and
TCP(� , 1/8) in anenvironmentwith a 4%steady-statepacket
droprate.It wouldbeinterestingtoexploretherelativebursti-
nessat different levels of congestion,reflectedin different
steady-statepacket drop rates,andwith differentround-trip
times.Thisshouldalsobeamenableto somesimplebut use-
ful analysis.

All of thesimulationscriptsfor thesimulationsin this pa-
perwill beavailablefrom [FHPW00].
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Figure11: Cumulativedistributionof throughputvariation.

6 Non-TCP-compatible congestion
control

In this sectionwe digressbriefly to considerthe relative
throughputandpacketdropratesfor non-TCP-compatiblein-
stancesof TCP(� ,

�
) congestioncontrol.

6.1 Steady-state throughput

Considera TCP(� ,
�
) flow competingwith standardTCP in

a FIFO queue. Becausethe two flows are competingin a
FIFO queue,they experienceroughly the samepacket drop
rate

"
. Assumethatbothflowshavethesameround-triptime�

. Then,from Equations(7) and(8), thebandwidthreceived
by theTCP(� ,

�
) flow is roughly|(} � m ? } <} � ?�~B � 8XW 
CB &0� � B �B � � (10)

timesthebandwidthreceivedby thestandardTCP.

6.2 Steady-state packet drop rates

Inverting Equation(8), considera long-lived AIMD(1, 1/2)
flow with round-triptime

�
, andaa throughputof roughly

�
packets/sec.Thesteady-statepacket droprateto controlthat
AIMD(1, 1/2) flow wouldhave to beroughly"Z� T = TVU �V� 
 � 8XW� � � � 8
In contrast,inverting Equation(7), if the flow was instead
usingAIMD( � ,

�
) congestioncontrol,thesteady-statepacket

dropratewouldhaveto beroughly"Z� <>= ? � 
 �6&0� �)� �& � � � � ��8
This givestheratio

"9� <>= ? � R "9� T = T�U ��� of theAIMD( � ,
�
) packet

droprateover theAIMD(1, 1/2) packet droprateasthe fol-
lowing: "Z� <>= ? �"Z� T = T�U ��� 
 �6&0� �)� �� � 8 (11)

9



6.3 Simulations comparing TCP and TFRC
with TCP(1, 1/8)

It hasbeensuggestedthatoneway to increasesthesmooth-
nessof TCP congestioncontrol would be to changethe de-
creaseparameterfrom 1/2 to 1/8, while leaving the increase
of onepacketperRTT unchanged.Thissectionexploresthis
proposal,and shows that TCP(1,1/8) is significantlymore
aggressive thatTCP.

0

0.5

1

1.5

2

2.5

0 10 20 30 40 50 60 70

N
or

m
al

iz
ed

 T
hr

ou
gh

pu
t

TCP
TCP(1,0.125)

Mean TCP
Mean TCP(1,0.125)

0
2
4
6
8

10

   
0 10 20 30 40 50 60 70Lo

ss
 R

at
e 

(%
)h

Number of TCP flows, number of TCP(1,0.125) flows.
60Mb/s RED

Figure12: TCPcompetingwith TCP(� , �_R_I ), with RED.

Thedeterministicresponsefunctionsin Equation(10)sug-
gestthat a TCP(� , �AR_I ) flow would receive roughly B W 
& 8 &f� times the bandwidthof a competingTCP flow. This
is confirmedin simulationsby Figure12, which shows TCP
flows competingwith TCP(� , �ARfI ) flows. In thesesimula-
tions, at higher levels of congestionthe TCP(� , �ARfI ) flows
getalmosttwice thebandwidthof a competingTCPflows.

Equation (11) suggeststhat a network with long-lived
flows using AIMD( � , �_R_I ) could be expectedto inducea
steady-statepacketdroprateroughly5 timesthatinducedby
AIMD(1, 1/2).

7 Summary of related work

Thereareawiderangeof potentialunicastcongestioncontrol
mechanismsthat provide a smoothersendingrate than that
given by TCP. This includesnot only equation-basedcon-
gestioncontrol and AIMD-basedcongestioncontrol, but a
numberof otherproposalsaswell. We havecomparedTFRC
with TCP(� ,

�
) becauseAIMD is thedefault congestioncon-

trol mechanismusedin thecurrentInternetin TCPtoday. We

have not comparedTFRC with other proposalsfor unicast
congestioncontrol.

The Rate Adaptation Protocol (RAP) described in
[RHE99] usesan AIMD ratecontrol schemebasedon reg-
ularacknowledgementssentby thereceiver. Thesenderuses
theseacknowledgementsto detectlost packetsandestimate
the RTT. The senderadjuststhe rateevery RTT, depending
on the presenceor absenceof loss in the most recentRTT.
For mild to moderatepacketdroprates,RAP shouldgive the
samebehavior asTCP over timescaleslongerthana round-
trip time.

Ott in [Ott99] considersAIMD congestioncontrolin anen-
vironmentwith ubiquitousExplicit CongestionNotification
[RF99], whereit canbe assumedthat routerswill be mark-
ing ratherthandroppingpacketsto indicatecongestion.One
sectionof [Ott99] assumesan environmentwith ubiquitous
ECNwhere,in addition,compatibilitywith existingTCPim-
plementationsis no longer required,and considersa range
of possibleincreaseanddecreasealgorithms. For example,
[Ott99] includesdiscussionof congestioncontrolalgorithms
that would requirea higherpacket-markingrate thanTCP-
compatiblecongestioncontrol,andthat thereforecouldonly
beimplementedin anenvironmentwith ECN.In thisnotewe
restrictour attentionto TCP-compatiblecongestioncontrol
mechanisms.

BansalandBalakrishnanin [BB00] considerbinomialcon-
gestioncontrolalgorithms,wherea binomial algorithm uses
a decreasein responseto a lossevent that is proportionto a
power � of thecurrentwindow, andthatotherwiseusesanin-
creasethatis inverselyproportionalto thepower � of thecur-
rentwindow. AIMD congestioncontrolis aspecialcaseof bi-
nomialcongestioncontrolthatuses� 
 � and � 
 b . [BB00]
considersseveralbinomialcongestioncontrolalgorithmsthat
areTCP-compatibleand that avoid TCP’s drasticreduction
of thecongestionwindow in responseto a lossevent. [BB00]
specifieswhich binomialcongestioncontrolmechanismsdo
anddo not shareTCP’s convergenceto fairnessin an envi-
ronmentof synchronizedloss events. We would note that
thebinomial algorithmsall show thesametradeoff between
smoothnessand responsivenessas AIMD. That is, the line
for eachof thebinomialalgorithmsonFigure7 is identicalto
theline for AIMD. However, for thebinomialalgorithmsthe
tradeoff betweenaggressivenessandresponsivenesswouldbe
a functionof thecurrentcongestionwindow aswell asof the
parametersof thecongestioncontrolalgorithm.

[CO98] exploreschangingthe increaseand decreasepa-
rametersfor AIMD sothata singleflow would get thesame
bandwidththat q TCPflowswouldhavereceived.
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9 Conclusions

In this paperwe have consideredthe family of AIMD( � ,
�
)

congestioncontrol mechanisms,and comparedthem with
theequation-basedcongestioncontrolmechanismTFRC.We
have shown that TCP(�_R W , �_R_I ) and TCP(&'R W , �_R_I ) com-
petefairly equallywith TCP andwith TFRC, while avoid-
ing TCP’s reductionof the sendingrate in half in response
to a singlepacket drop. At the sametime, we have shown
thatTFRCchangesits sendingratemoresmoothlythatdoes
TCP(�AR W , �_R_I ) orTCP(&'R W , �_R_I ), whilehavingasimilartran-
sientresponseto a suddenincreasein congestion.
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A The deterministic AIMD response
function: a more precise version

The approximatesolution of the deterministicAIMD re-
sponsefunctiongivenin Equation(7) usesanapproximation
stepin Equation(5). Themorepreciseversionof thedeter-
ministic AIMD responsefunctioncanbeuseful.Theprecise
expressionfor thepacketdropratein thedeterministicAIMD
model,givenin Equation(4), is asfollows:" 
 & �� �7&0� �)� � � 
 � �7&�� �	� � 8
Solving from maple (or from simplealgebra)givesthe fol-
lowing:

� 
 �D& " � 
 "H� � 
�F " ���D&E
 �	� � � "(� � �`I � �a& " � �& "(� � &0� �)�
The preciseexpressionof the AIMD sendingrate / in

packetsperRTT, usingEquation(2), is asfollows:

/ 
 �D& " � 
 "(� � 
.F " ���D&E
 �)� � � "H� � �JI � �J& " � �K "(�
(12)

A.1 The deterministic response function ap-
plied to AIMD( N , N�OHQ )

Applying the deterministic response function to
AIMD( � , �_Rf& ), we get the following sending rate / in
packetsperRTT:

/ 
cb 8 K ��F � � " 
�I �B " � b 8 ^ W�8
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Figure13: Exactvs. approximatesolutionsto the sending
ratefor AIMD( � , �ARS& ) in thedeterministicmodel.

Figure 13 compares the exact solution for the
AIMD( � , �_Rf& ) sending rate given above to the approxi-
matesolutiongiven earlierof / 
 B � 8 W R B "

. For smaller
values of

"
, the exact and approximatesolutions for /

in the deterministicmodel give similar results. However,
for b 8 ��� "

, the differencesbetweenthe exact and the
approximatesolutionsfor / aremorepronounced.
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